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1. Introduction

Random matrix theory (RMT) originated in the early 20th century, initially motivated by problems in nuclear physics and
statistics. Its central object of study is the ensemble of matrices whose entries are random variables, and the statistical
properties—especially of eigenvalues—of such matrices35. Stochastic processes, on the other hand, provide a mathematical
framework for describing systems that evolve randomly over time. The synergy between these fields has become a major
research area, producing universal results with implications for quantum mechanics, number theory, statistical physics, data
science, and beyond1468.

2. Random Matrix Theory: Basic Concepts

2.1 Random Matrix Ensembles

A random matrix ensemble is a collection of matrices defined by a probability distribution over their entries. The most studied

ensembles include:

e Gaussian Ensembles: Matrices with normally distributed entries, such as the Gaussian Orthogonal Ensemble (GOE),
Gaussian Unitary Ensemble (GUE), and Gaussian Symplectic Ensemble (GSE).

e  Wishart (Laguerre) Ensembles: Sample covariance matrices, important in multivariate statistics.

e Beta Ensembles: Generalizations parameterized by a continuous parameter f, interpolating between classical ensembles36.

2.2 Spectral Properties

A central focus in RMT is the statistical behavior of eigenvalues. Key results include:

e  Wigner’s Semicircle Law: The empirical distribution of eigenvalues of large random symmetric matrices converges to a
semicircular distribution.

e  Marchenko—Pastur Law: Describes the limiting spectral distribution for sample covariance matrices.

e Tracy—Widom Law: Governs the fluctuations of the largest eigenvalue in certain ensembles, with applications in statistics,
physics, and combinatorics3.
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3. Stochastic Processes: Overview

A stochastic process is a collection of random variables

indexed by time or space. Classical examples include:

e Brownian Motion: The continuous-time random walk,
fundamental in probability and physics.

e Markov Processes: Processes with the memoryless
property.

e Gaussian Processes: Collections of jointly Gaussian
random variables.

Stochastic processes are used to model the evolution of
random matrices, the dynamics of eigenvalues, and
phenomena such as growth and diffusionl8.

4. Interplay Between Stochastic Processes and Random
Matrix Theory

4.1 Dyson Brownian Motion

One of the most celebrated connections is Dyson Brownian
motion, which models the evolution of eigenvalues of
random matrices as particles undergoing Brownian motion
with repulsion. As a matrix’s entries are perturbed by
independent Brownian motions, its eigenvalues evolve
according to a system of stochastic differential equations
(SDEs) with logarithmic repulsion:

dAi=dBi+Yj# I \i-AjdtdAi=dBi+j iy i—Aj1dt

where BiBi are independent Brownian motions. This model
explains the universal repulsion between eigenvalues and
underpins the derivation of universal laws such as the Wigner
semicircle and Tracy—Widom distributions38.

4.2 Stochastic Growth Processes and KPZ Universality
Random matrix theory has deep connections with stochastic
growth models, especially those in the Kardar—Parisi—Zhang
(KPZ) universality class. For example, the distribution of the
height fluctuations in certain growth models matches the
Tracy—Widom distribution for the largest eigenvalue of
random matrices8. This surprising link has led to advances in
both statistical physics and probability theory.

4.3 Free Probability and Stochastic Processes

Free probability, introduced by Voiculescu, provides a non-
commutative analogue of classical probability theory and is
intimately connected to random matrices. In the large
dimension limit, random matrices become "free" in the sense
of free probability, and their spectral distributions can be
analyzed using free convolution and stochastic calculus5.

5. Applications in Physics, Statistics, and Data Science

5.1 Physics

e Quantum Chaos: The spectral statistics of quantum
systems with chaotic classical analogues are described
by random matrix ensembles, a phenomenon known as
the Bohigas—Giannoni—Schmit conjectures.

e Nuclear Physics: RMT was first used to model the
energy levels of heavy atomic nuclei, where the spacings
between levels resemble eigenvalue spacings in random
matrices.

e Condensed Matter and Quantum Gravity: Random
matrices model disordered systems, quantum dots, and
aspects of quantum gravity, including the geometry of
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spacetime at small scales58.

5.2 Mathematical Statistics

e  Multivariate Statistics: Wishart matrices arise naturally
in the estimation of covariance matrices for high-
dimensional data. The Marchenko—Pastur law helps
determine the number of significant principal
components in PCA56.

e Statistical Inference: Random matrix theory provides
tools for understanding the behavior of estimators and
test statistics in high dimensions, with applications in
genomics, finance, and machine learning.

5.3 Data Science and Machine Learning

e Dimensionality Reduction: RMT informs criteria for
selecting the number of principal components, using the
spectrum of sample covariance matrices as a null
hypothesis56.

e Neural Networks: Random matrices are used to analyze
the stability and generalization properties of deep neural
networks, and to transfer hyper-parameter tuning
between large models without retraining56.

6. Advanced Topics and Recent Developments

6.1 Spiked Models and Phase Transitions

Recent research has focused on spiked random matrix
models, where a low-rank deterministic perturbation is added
to a random matrix. These models exhibit phase transitions in
the spectrum, which are crucial for signal detection in noisy
datab.

6.2 Beta Ensembles and Open Problems

Beta ensembles, parameterized by a continuous parameter f3,
generalize classical random matrix ensembles and are the
subject of ongoing research. Open problems include the
universality of spectral statistics and the behavior of heavy-
tailed random matrices6.

6.3 Stochastic Finite Element Methods

In engineering, stochastic processes and random matrices are
used in stochastic finite element methods (SFEM) to model
uncertainties in material properties and loads. The response
of systems with random matrices is analyzed using spectral
representation and polynomial chaos expansions?.

7. Mathematical Tools: Polynomial Chaos and Spectral
Methods

Polynomial chaos expansions provide a way to represent
random variables and stochastic processes in terms of
orthogonal polynomials. In the context of random matrices,
these tools are used to analyze the distribution of eigenvalues
and to solve stochastic differential equations arising in
engineering and physics?7.

8. Conclusion

The intersection of stochastic processes and random matrix
theory has generated deep insights and universal laws that
transcend disciplinary boundaries. From the dynamics of
eigenvalues in Dyson Brownian motion to the analysis of
high-dimensional data and quantum chaos, these fields have
become central to modern mathematical physics, statistics,
and data science. Ongoing research continues to reveal new
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connections, open problems, and practical applications,

ensuring the continued vitality of this rich area of

study13468.
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